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Summary
● We will begin by constructing a model of chemical 

synaptic activity between neurons
● We will move from a spiking model to a firing rate model
● Next is exploration of Linear Neural Networks (LNN)
● Then LNNs with symmetric recurrency
● Then we look at Nonlinear NNs with symmetric 

recurrency
● Lastly we will explore the dynamics of Nonlinear NNs 

with nonsymmetric recurrency



● Point of connection
between neurons

● Modeling synapses
is key to modeling
networks of neurons

Synapses

Image source: http://wikimedia.org



We want a computational model of the effects 
of a synapse on the membrane potential V

Computational Model

V
Synapse



RC Circuit Model of Membrane

Multiply by r_m



Learn from Hodgkin and Huxley



Membrane Potential with Synapses



Assume probability of release is 1...

Synaptic Conductance



What does Ps look like?



Linear Filter Model

Synapse b

Input spike train

Choose a filter for synapse b: K(t)



2-Node Network Example



Choose between Spiking and Firing Rate 
Models

Modeling Networks of Neurons



Spiking
Pros: Can model
1. Spike timing
2. Synchrony

Cons: 
1. Computationally Expensive

Spiking VS Firing Rate
Firing Rate
Pros: 
1. Computationally Efficient
2. Scalable

Cons:
1. Ignores Spike Timing



Adding Multiple Synapses



From Spiking to Firing Rate





Final Firing-Rate-Based Model

STATIC INPUT



What about Multiple Outputs?



Feedforward vs Recurrent Networks



Linear Feedforward Network Example



Linear Filter: Edge Detection



Edge Detectors in the Brain



The Brain Does Calculus





See how v(t) changes as M changes

● Use eigen vectors of M to solve differential equation for v

● Assume the NxN matrix M is symmetric, then

● And the solution v can be expressed in an eigenbasis



Use Eigenvectors to solve for v(t)
Substituting                    into differential equation yields

                                           
Substitute using



Use Eigenvector to solve for v(t) 2
Use orthonormality of eigenbasis and dot both sides with 

Solve first order linear 
ODE for c(t) 



Eigenvalues determine Network Stability

If any     > 1, then v(t) explodes and the network is unstable  

If all     < 1, then v(t) converges to the steady state solution 



We can now Explore the Network



Linear Recurrent Network Example



Linear Recurrent Network 
Amplification



Linear Recurrent Networks: Memory



The Brain can do Calculus: Integration



Nonlinear Recurrent Networks

Rectification



Nonlinear Recurrent Network Performs Amplification



Same Nonlinear Network Performs “Selective Attention”



Nonlinear Network Performs Gain Modulation



Memory in Nonlinear Recurrent Networks
Network maintains 
a memory of 
previous activity 
when input is 
turned off.

Similar to “short 
term memory” or 
“working memory” 
in prefrontal cortex.



Nonsymmetric Recurrent Networks
Example: Network of Excitatory (E) and Inhibitory (I) neurons
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How do we analyze 
the dynamics of 
such a network?Vary parameter 

to study the 
network behavior



Linear Stability Analysis

Take derivative of right 
hand side with respect 
to both vE and vI

Stability Matrix

● Eigenvalues of J 
have real and 
imaginary parts

● These eigenvalues 
determine 
dynamics of the 
nonlinear network 
near a fixed point







Damped Oscillations in Network



Instability and the Limit Cycle


